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CpaBHHMTEJIbHBIH AHAJIN3 PEKYPPEHTHBIX ceTeil M TPaHCc(OpPMePHBIX MoeIeil
B NIPEeIMKTHBHOM MOHUTOPHMHIE

A.H. Kowenes, K.O. I[Ipusanos, C.A. I[lempos, B.K. /{enucenxo,

Hayuonanvnoui uccnedosamenvckuii ynusepcumem « MOy

AnHoTanusi: Pabota cpaBHUBaeT NMPUMEHEHHE PEKYPPEHTHBIX CETe W MOJelield Ha OCHOBE
apXUTEKTYpbl TpaHCcHOpMEpoB sl pelIeHUs 3aJadd MpeAcKa3aHus BPEMEHHU 3aBEpILICHUS
OousHec-mporiecca. MoJienu 1Mo OMpeesIeHHI0 MOACIUPYIOT MOCIIE0BATEIFHOCT HUCIIOHEHUS
NEHCTBUI W CIMOCOOHBI YYUTHIBATH MHOKECTBO aTpUOYTOB B OIpPENEICHHM IIeJIEBBIX
XapakTepucTuk. Jlims cpaBHEHHS OBUIM WCIIONB30BAaHBI PEKYpPEHTHAs MOJENb  JIOJITOU
KpaTKOCPOYHOM MaMsATH U TpaHC(HOpPMEP-IHKOIEP COOCTBEHHON apXUTEKTYpPHhI, pab0oTa KOTOPBIX
OblTa ompoOOBaHa HAa OTKPBITO MPEICTABICHHBIX PEANTbHBIX JAaHHBIX W3 JIOTOB CIY>KOBI
nojuepxkku. O0ydeHne W TECTUPOBAHUE MOJIETIEH MPOBOIMIOCH ¢ MOMOIIBIO si3bika Python ¢
nomoIpio 0ubnmorek pandas, numpy, torch ¢ oguHakoBoii anst 06enx Mozenell MOArOTOBKOU
JaHHBIX, (opMUpOBaHWEM NpePuKCOB U pa3dueHueM 1Mo BpeMeHn. CpaBHEHHE B PE3yJIbTaTe
OKCIIEPUMEHTOB TIO CpenHel aOCONIOTHONH OMmMOKE TOKa3al0 NPEeUMYIIEeCTBO JHKOJEpa-
TpaHcopmepa; Mo CpeJHEKBAIPATUIHOMY OTKJIOHEHHIO 3a()MKCHUpOBaHa MPUMEPHO OJIMHAKOBAs
TOYHOCTh MOJICJICH C HE3HAYUTEIIBHO OOJIbIIEH TOUHOCTBIO MOJICTU-TpaH(copmepa.

KitoueBble cjioBa: NpeAUKTUBHBIA MOHUTOPUHT, >KypHall COOBITHH, MalIMHHOE OOyYeHHE,
TpaHcPopMep-IHKOAEP, HEUPOHHBIE CETH, IOATOTOBKA JaHHBIX, PETPECCHOHHAs MOJIENb,
HOpMaJIU3aIus, MaJuHT, PEKypPPEHTHAs CeTh, apXUTEKTypa MOJIEIH.

Beenenue

CobumrofieHre CpOKOB HCIIOTHEHUS 3a/Jaur (TakKe Ha3bIBAaEMOUM KEHCcoM),
YCTaHOBJICHHBIX JOTOBOPOM O CTaHJapTax KayecTBa YCIYT, ABJIsSETCS HauOoliee
HPKOHOMHMYECKHU BAXKHOM 3a1aueil KoMIaHUW. AHaIM3 U ONTUMHU3ALMUSA BHYTPEHHHUX
OM3HEC-TIPOIIECCOB MO3BOJISET KOMIIAHUAM YKIIAJbIBATHCS B 0003HAYEHHBIE CPOKHU
U BBINOJHATH OOJIBIIIE YCIIYT 3a MEHbIIIEE BpEeMsl, U3-3a YEro KOMITAaHUSI HE HECeT
NOTEPU B BHUAE HEYCTOCK MU YBEIMYUBAECT CBOIO MNPUOBLIL BBHUY YBEIUYCHUS
saddextuBHoCcTH [1].

Takum oOpa3zoM, IpeAcKa3zaHue BPEMEHH, HEOOXOJAUMOTO MJis 3aBEpIICHUS
ONIPEAECICHHON 3aJ]a4M, U IPUYKH €Tr0 YBEJIUYECHUS CTAHOBUTCS OCHOBHOM 3aJauei
nojo0Horo ananu3za. Peimienue 3Toi 3aaud UCTOPUYECKU CBOJUIIOCH K PYYHOMY
M3YUYECHUIO TMPOLECCOB M METOYy JKCHEPTHBIX OLEHOK, KOTOPBIE JIMYHO

IMPOBOJHIINCE COOTBCTCTBYIOIIMMU pa6OTHHKaMI/I. Takue MCTOJblI OKa3aJInucChb
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CyOBEKTUBHBIMH, 3aTPaTHBIMH [0 BpEMEHH U TPyAy MU HE MOTIH OBITh
MacIITaOUpPOBAHBI.

UM Ha cMeHy ObUIM BBIIBUHYTHl 0a30Bble CTAaTUCTUYECKHUE METOIbI
(HanpuMep, BBIYUCIEHUE CPEHETO BPEMEHH MEPEXOJIOB 110 COCTOSHUAM ), KOTOPbIE
oOecrieunBaly OINpeiesieHne OCTABILET0oCsl BPEMEHH, HO HE OMUCHIBAIH (DAKTOPOB,
BJIUSIOIIMX Ha MPOJOHKUTEIBHOCTh, HE YUYUTHIBAIM KOHTEKCT U BAPUATUBHOCTH B
ucroaHeHun nporuecca [2]. Knaccudyeckue MeTo bl MallTiHHOTO OOYYCHUS, TaKWe
KaK JIMHEWHas perpeccus, JepeBbs pEIICHUM, CIy4auHbId JIEC, MOJIEIH
BBDKMBAEMOCTH (TPaJMEHTHBIA OYCTMHI M MOJENb NPONOPLHUOHAIBHBIX PHCKOB
Kokca) nmokazanu npuemiieMyo TOYHOCTb TOJBKO MPU MPOBEIECHHOMN MOATOTOBKE
JAHHBIX, BKJIIOYAIOLIEH pY4YHYIO MOArOTOBKY Mpu3HakoB (feature engineering),
olpesiesieHue MPaBUIBHOIO IMMOAXO0Ja K KOAMPOBAHUIO NPU3HAKOB M MMOA0OP
runepnapamMeTpoB, YTO YBEIMYMBAET TPYA03aTPaThl IPU NOATOTOBKE Moaenu [3].

Tak kak gaxke ¢ 1OpabOTKOM KIACCUYECKHUE METO/bl MAIIMHHOIO OOyYEHHUS
YOPOUIAIOT MPEACTABICHUE IOCIEI0BATEILHOCTH COOBITHI M TEPSAIOT TOYHOCTH
IpY YBEJIMYEHUU JJIMHBI TPACcChl M HACBIIIEHHOCTH KOHTEKCTA, CIPaBEIMBO IS
pelIeHus 3aa4M MMPOTHO3a OCTaBUIErOCsS BPEMEHU 3aBEPIIEHUS Kelica IPUMEHATH
MOCJIEI0OBATENbHBIE HEMPOCETEBBIE MOJEIU: MOJIENb JJIMHHOM KpPAaTKOCPOUHOMU
namsatu (long short-term memory — LSTM) u KOMIIakTHY!O MOJENb Ha OCHOBE
aApXUTEKTYPBI Tpanchopmepa, KOTOpbIE HaIpsIMYO YUHUTBIBAIOT
MOCJIEI0BATEILHOCTU COOBITUM U aTpUOYTHI Kelica.

Bynyun pexyppenTHoil Mozenbto, LSTM nomaroBo CUMTBIBAET HUCTOPHUIO
COOBITUN W TPOCUYMUTHIBAET 3aBUCHUMOCTH BHYTPHM KOHTEKCTa Jake B JIJTMHHBIX
Tpaccax [4]. B cuwiy TOro, 4ro NnpuUMEHEHUE 3TOM MOJEIM B paMKax 3aJaqyu
IPEIUKTUBHOTO MOHUTOPHHIA YK€ PacCIpOCTPaHEHO, €€ MOKA3aTeu 110 TOYHOCTH,
BBISIBICHHBIE B XOJIE OJKCIHEPUMEHTOB, OYIyT BBICTYNaTh pedepeHCHbIMU
3HAYEHUSMH JUTsI OTIPEIeTICHUsT TOYHOCTH 00Jiee HOBOTO MOAX0a: TpaHchopmepa-

sHKoAepa [5]. Mouenu, TOCTpOEHHBIE Ha apXUTEKType TpaHchopmepa,
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UCIOJIB3YIOT MEXaHU3M BHUMAaHHUA, KOTOPbI B KOHTEKCTE 3TOM 3a7a4yM MO3BOJSET
MOJIeNIM HaOJII0JaTh 3a MOCIENO0BATEIbHOCTbIO COOBITUN LIETUKOM M BBIIEIATH
CBSI3U B COOBITHSIX Ha OOJIBIIEM PACCTOSIHUM MEXIy coObiTusiMu. Kpome Toro,
CYLIECTBYIOIIME MCCIEAOBAHUA NPUMEHEHUS MoJielNe B JApyrux o0JjacTsx
MOKa3bIBAIOT, YTO IOJXOJ Ha OCHOBE TPaHCPOPMEPOB MOXKET BBIACIATH OoJiee
HEJIMHEIHbIE MAaTTEepHbl, KOTOPbIE MOTYT OBITh YHOYLIEHBl PEKYPPEHTHBIMU
Mojienamu [6].

Takum 00pa3oM, 11€JIbl0 pabOThI SIBJISIETCS COMOCTABJICHUE IO TOYHOCTHU
npeicKa3aHus ATUX ABYX Mojeneil. JlocTukeHne 3Tol 1enu TpeOyeT BhIIOJHEHUS
CJIeNYIOIUX 3a]]a4: BRIOOP METOJUKU MOATOTOBKU JAHHBIX U O00y4YEHUS] MOJIEIEH,
BBIOOp apXUTEKTYphl M pa3paboTka Mopenu-Tpancpopmepa u LSTM-monenwu,
BIOOp METPUK [UIsi CpaBHEHHUS 10 TOYHOCTH MpEACKa3aHus, MPOBEACHUE

CpPaBHCHHA.

OO0mas moAroToBKa JaHHbIX

B memsix TOYHOCTM CpaBHEHMsI MoOjENed JaHHbIe, KOTOpbIe OyayT
UCIIOIB30BaThCA JJIsl OOYyYEeHHST M TECTHUPOBAHUS MOJENIeH, JOJKHBI OBITh
IMOATOTOBJICHBI OJIMHAKOBO.

BHe 3aBuCMMOCTH OT KOHKPETHOTO Habopa [aHHBIX JIsI OOy4YeHUs U
TECTUPOBAHUS TPeOyeTCs TOCIEAOBATEIIbHO BBITIOJHUTE Ps  ONeparui s
ajanTaluyd JaHHBIX MEpe] UX IMPUMEHEHHEM Ha MOCJIECA0BATEIbHBIX MOJEIAX:
bunpTpanusi KEMWCOB C KOJUYECTBOM COOBITUM MEHBIIE JBYX, INPUBEIACHUE
KATeropuajabHbIX 3HAYEHUW K YHUCIOBBIM, COPTHUPOBKA JAHHBIX IO BPEMEHHOMU
OTMETKE, peryssiuus JUIMHbBI KeiicoB [7]. Kpome Toro, HeoOXoauMO BHECTH U
paccuuTath BpPEMEHHBIE NPU3HAKH, CIIYXKAIlU€ KIIOYEBBIMU [JIsi OOy4YeHUs
MOJICJICH: JINTEIILPHOCThL C Hadajla Keiica I KaKIOro BXOJSIIEro B HETO
COOBITHS, BpEMSI MEXIy COOBITUAMH. J[7 YHCIOBBIX NPU3HAKOB BaXKHO
BBITIOJTHATH HOPMAJTU3AITUIO C T[EhI0 YMEHBIICHUS BIUSHUS 3HAYCHUH ¢ OOJIBIIINM,

49CM OCTAJIBHBIC, IMOPAAKOM HJIM 3HAYCHHUCM. B kauectBe MCTOAa HOPpMAJIU3alluH
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npumeHeH meton «RobustScaler», mmpoko UCToMb3yeMblid sl MaCIITaOUPOBAHUS
MIPU3HAKOB C NMPUCYTCTBUEM BBIOPOCOB [8].
B kauectBe 1eneBOM MepeMEHHON BBHIOPAHO OCTaBIIEECS BpEeMsl O KOHIIA

WCIIOJTHEHHUS Kelica, KOTOpoe B 001IeM BUIe paccUuThIBaeTes B popmyiie (1).

Y. ck — tc,Tc o tc,k:

TJIe ¢ — UHJEKC Keiica, T. — 9uciio coOBITHi Kelica, k — aHa npedukca, #i
— OTMETKA BPEMEHH I-I'0 COOBITUS KeHCa, f,7c — BPEMs IIOCIEIHETO COOBITHS Kelica,
fek — BpeMsl TIOCJIEIHETO COOBITHS B MpedUKCe IIIUHBI k, Ycx — OCTATOYHOE BpEMS
JI0 KOHIIa Keuca.

Kpome TOro, urobsl Mojenb MOHMMAaja JAMHAMHUKY BBINOJHEHHUS Keiica,
HEOOXOJIMMO KaK BXOJ Ui MOJENIU TakKe paccUuTaTh BpEMs, MPOLIEIIIEEe C
MOMEHTa TPEIBIIYIIETO COOBITHS, YTO JOJKHO BBISBHTH IMay3bl, 3aJCPKKH U
Han0oJiee UHTEHCUBHBIE MOMEHTHI.

[locnenoBarenbHble MOJENM JJIsi CBOEro OO0y4YeHUs TpeOYIOT NpedUKCHI
(UKCUPOBAHHON JJIMHBI, Jlajee MUMEHYeMOW Lpnqy. 3HAUEHHE ASTOr0 MapaMmerpa
onpeaensercs Kak 95-il mepueHTUIIb IJIMHBI KeMCcoB. Tak Kak B dKWU3HU KOJIUYECTBO
ATAIOB BBINOJHEHHUS Keiica MOKET BApbUPOBATHCS, MOYKET BO3HUKHYTh JIBA ClIydasi
C JJIMHOM Keiica L., Tpu KOTOPBIX TpeOyeTcs: JOMOJHUTENbHAas 00paboTKa JaHHBIX:
Le < Liax, Le > Linax. IlepBbIi cllyuaid mpeAnonaracT BBEICHUE NaJJUHIOB U MACOK
TSt ipeprKcoB 00yYeHUs: TAJAMHIOM BBITIOJIHAETCS YBETUUEHUE Kerca 10 ITTMHBI
Lpax iyTeM 100aBJEHUS B KOHEIl IMOCIEI0BATEIbHOCTU CHEIUATbHBIX HYJIEBBIX
3HAUCHUMN JIJIs1 IPU3HAKOB; MacKa e — 3TO BEKTOpP MHIUKATOPOB, OTOOPAKAIOIIINA,
KaKue TMO3UIMH COOTBETCTBYIOT PEAJbHBIM COOBITHAM, a KaKue SBIISIOTCS

naJIuHroM, U paccuntbiBaeMblil 1t LSTM no dpopmyiie (2).
1, el =j =k,
me i =10, ecuk < j < L.
j = 1" rerr Lmax
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r1e ¢ — UHICKC Keuca;, m j, € {0,1} — 3HayeHue macku: | o3Hadaert

peanbHOE 3HA4YeHue I MO3uluu j B npedukce ;uHbl k, a 0 — magauar. s
MoJlelnu-TpaHcopMepa MPUMEHSETCS Ta JKE€ Macka, HO B JIOTMUECKOM U
WHBEPTUPOBAHHOM BHJIe: 3HaueHUE «true» (OHO K€ B YHUCIOBOM Buae 1)
UCIOJIb3YyeTCs 111 0003HAUEHHUS MaIIUHTA.

Bropoii ke ciayuail mpeamnonaraer, 4yTo s 00y4eHUs MOJEIN U3 COOBITHIA
OyayT coCTaBi€Hbl NPEPUKCHl, HE MPEBBIMIAIONINE IO JIUHE Lpax, TO €CTh
COOBITHSA, Y€l TOPAIKOBBI HOMEp B Kelice Oonbiie Lmw, HE OyAyT
aHAJIM3UPOBATHCS MOJIENIbIO MpU OOYYEHHH, WHAYe MOJENb OyJeT mnepeodyueHa
1O/ IJIMHHBIE KEHChl U, BO3MOXKHO, YITYCTUT PEJIEBAHTHBIE MMOCIEI0BATEILHOCTH U
3aKOHOMEpHOCTH [9].

Takum obOpazom, aiis o0ydeHuss MoJieib OyJeT ONepupoBaTh mpedukcaMu
KECOB — IOCJIEA0BATEIbHOCTAMU COOBITHI, Ka)XJ10€ U3 KOTOPBIX MMEET CBOU
XapaKTEPUCTHKH, OTCOPTHUPOBAHHBIX II0 BPEMEHM W CrPYNIIMPOBAHHBIX IO
uaeHtTupukaropy keica. Ilo kaxaomy kedcy Mojaenb OyIeT y4HUTbCS Ha
HECKOJIbKUX Tpeduxcax ATUHON OT 2 10 Lmar. OmnHcaHHas cxema MOJITOTOBKU
JAHHBIX SIBJIETCA OOIEH JUIsl 00euX paccMaTpUBAaEMbIX MOJIENEH, YTo 0OecreunT

COIMOCTABUMOCTD PE3YJIbTATOB NX TCCTUPOBAHMA.

Br10op apxuTekTyphl U pazpadorka moaean-rpancgopmepa u LSTM-monenu
B kadecTBe apXWMTEKTyp MOCIEAOBATEIbHBIX MOJEIEH I 3aJadu
IPOrHO3MPOBAHMSI OCTABIIETOCS BPEeMEHU ObLIM BhIOpaHbl MHOTOCHOIHas LSTM-
ceTb U TpaHchopMmep-sHKoaep. LSTM-monenu TpaJulMOHHO HCIOJIB3YIOTCS AJIs
N0JI00HOrO MPOTHO3UPOBAHMS, TpaHCOpMEPBl ke NpeajararoTcs Kak Ooliee
ruOKasi aIbTEpPHATUBA JIJIS1 BBIABJICHUS JaJIbHUX 3aBUcUMocTer [10].
LSTM-Mopzens cipoeKTHpOBaHa MO CXEME «MHOTHE-K-OJHOMY», ITPUHATON
B paboTax mo mpeaukTuBHOMY MOHHTOpHHTY [10]. ba3oBbiii ypoBeHb Momenu

peanmu3oBan MmoxayieM «nn.LSTM» oOubnuorexku «PyTorch» u obecrneunBaer
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BEIYHCIICHUE HEMOCPEICTBEHHO PEKYPPEHTHBIX COCTOSIHUM UM 00paboTKy
MHOTOCIOMHOCTU. JJIE COOTBETCTBUSI II€JISIM HUCCJIEIOBAaHUS MOJIeTb Oblia
nopaboTaHa ci0eM AMOCIIUHTOB Il paOOTHI ¢ KaTeropuadbHBIMHU MPU3HAKAMU;
ObUIO pa3paboTaHo OO0BENMHEHHE MPU3HAKOB BO BXOJHOW BEKTOpP MPHU3HAKOB
cobObITusI; nobaBieHo 2 ciost LSTM ¢ pa3sMepHOCTBIO CKPBITOTO cocTosiHus 128;
OCYIIECTBJICH BBIOOp TpeAcTaBieHus] mpedukca w J00aBIICH PErPECCHOHHBIN
BBIXOJ] JUIsl TIEPEBOJIa BBIXOJHOTO 3HAYEHUS TOCJIEAHETO CJIOS B OIEHKY 10
BpPEMEHU.

ApxuTeKTypa Mozenu-TpancopmMepa OCHOBaHA HA apXUTEKType JHKOJEpa
«Attention is all you need» u ero aganTanusx sl MPEIUKTUBHOTO MOHUTOPHUHTA.
B KauecTBe 06a30BOro 0J10Ka UCIIOJIb3YETCS CTaHAapTHBIN
«nn.TransformerEncoder» ¢ neckonmpkumu cinosimu «TransformerEncoderLayery,
peanuzoBanHbiX B PyTorch. OToT 6a30BbIii 6510k ObUT MOpabOTaH OOIIMM CIIOEM
SMOCIIMHTOB W TPU3HAKOB; TO3UIIMOHHBIM KOJUPOBAHUEM JJISi Ppa3IAYCHUS
MOPSAJIKOBBIX TMMO3ULIMKA B Tmipedukce; 2 ciosMu TpaHcopmepa-sHKozepa ¢
Pa3sMEPHOCTBIO MOAENH 128, 4eThIppMsl TOJOBaMM BHHUMAaHUS M HEHPOCETBIO C
npsmoit cBs3pio (feedforward neural network) pasmepHocTbio 256; arperanueit
npeacTaBlieHuss Tpepukca Ha BBIXOJE SHKojJepa; aHaimoruyHbiMm LSTM
PETPECCHOHHBIM BBIXOJI0M Ha OCHOBE «ReLU».

Takue runepmapaMerpbl Kak pa3MEPHOCTh SMOEIJMHTOB, Pa3MEPHOCTH
COCTOSTHUH, KOJMYECTBO CIIOEB, YUCIIO TOJIOB, CKOPOCTh OOYUYECHHs MOAOUPAITNCH
BPYYHYIO Ha OCHOBE Iepedopa, MpUieM CyMMapHOE KOJUYECTBO MapaMeTpoOB U
riyOMHa CEeTH ONpPEeAesIUCh TaK, YTO KOJUYECTBO IapaMeTPOB OCTaBAIOCHh
OJTHOTO TIOpSAJIKA, YTOOBI pa3au4Ms B KadyeCTBE MpeACKa3aHWUW OBUIO HENb3s
00bACHUTh pazMepoMm wmoxenu. Hcmonws3zoBancs ontumuzatop «AdamWy ¢
dukcaleil nuana3oHa HaYaJbHBIX CKOPOCTEH 0O0yuyeHus, pa3mepa Mayek Jyis

o0yueHUsI U C paHHEW OCTAaHOBKOW MO cpeaHel aOCcoOTHOM ommlOke (mean
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absolute error — MAE) Ha BanumanmoHHON BBIOOpKE: 00ydeHHE 3aKaHYMBAJIOCH,

CCJIM 9Ta MCTPHUKA HAaYHMHAJIA ITIOBBIIIATHCA WJIN BBIXOJAHWJIA HA I1JIATO.

O0y4enue Mojies1eil U IPOBeJACHUE IKCIIEPUMEHTA

JlataceT B3ST U3 OTKPBITHIX HCTOYHMKOB U TPEJCTABISET COOOM
COOBITUMHBIN JIOT TO TMPOIECCY YIPABJICHHUS THUKETAMHU CIIYXKObl MOAAEPKKA
KOMITaHWW, pa3pabaTeiBaONIe MporpaMMHOe oOecredeHue. Jlor comepkut
ceemeHus o 21 Teic. coOwbrtmii mo 4580 3amadam (keiicam) ¢ 14 Bumamu
akTUBHOCTEH coObITHI. Cpeau XapakTepUCTUK 10 KaXKIOMY COOBITHIO
NPUCYTCTBYIOT Ha3BaHUE paboyed TpyInbl, OTBETCTBEHHON 3a BBHIMIOJIHEHUE
3asBKH; 3aKa34MK; MPOIYKT; BpEMEHHAs: METKa COObITHA (KOT/la OHO MPOU3OIILIO);
MPUOPUTET 3aABKU U MPOYHE.

AHanmui3 JaTtacera IOKa3all, 4YTO JJIUTEJIbHOCTH BBINOJHEHUSI KEHCOB
Bapbupytorcs oT ~30,6 1o ~60 qHEN ¢ MeIrMaHHBIM 3HAY€HUEM JJIMHBI Keiica 39,85
JIHEW. B CBsA3M ¢ 9TUM €IMHHLIEN U3MEPEHHUS LIEJIEBOM NIEPEMEHHOM NIPEACKAa3aHUs
— BpEMEHU OKOHYAHUS Keica — OblIM BEIOPAHBI UMEHHO JIHU.

Cpennsist nnuHa Keiica coctaBuia 4,66 coObITHs, a 95-1 NepLUEHTUITb ITTUHBI
keiicoB — 7. COOTBETCTBEHHO, 3HAYCHUE Lyqx OBLIO YCTAHOBJICHO PaBHOMY 7.

Jlanubie ObUTH MOJATOTOBJIEHBI 110 OMUCAHHOW paHee METOANKE U pa3OUThl Ha
TP HEMEPECEKAIOINXCS BBIOOPKH: TPECHUPOBOYHYIO, BATUIAIMOHHYIO U
TECTOBYIO, cojiepxkaniue coorBeTrcTBeHHO 70%, 10% u 20% ot obmero umcia
keiicoB. Takum 00pa3oM, Kakaasi BHIOOpKa BKJIIOUAJIa MOJHBIE TPACChl KEMCOB, YTO
UCKITIOUMJIO YTEUYKH WH(GOPMAITIU MEX Ty Habopamu.

B xauecTBe MeTpHK 1O OlleHKe KauecTBa Oblia BeiOpana MAE, ynomsinyTas
paHee, BBHIY €€ yCTOMYMBOCTH K BBIOpOCAaM M MPOCTOTOW B MHTEPHPETAIUU B
KaueCcTBE «CpeAHeil ommOKu B THAX». Kpome TOro, B KayecTBE METPUKH OBIJIO TaK
K€ BBIOPAHO CpeHEKBAIPAaTUYHOE OTKIOHEHHUE (root mean square error — RMSE),
MO3BOJIAIONIEe 0OOJiee TOYHO YYUTHIBATH KPYITHBIE OIMMOKA MOJCIHA 3a CUYET

KBaJpaTUYHOTO pocTa Bkiaga Oonbmux omuOok [11]. Cpemgnss abcosmtoTHas
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omKOKa B MPOILEHTAX KaK METPUKA HE ObLIa UCIO0JIb30BaHA, MOCKOJIBKY MIPU MaJIbIX
3HAYEHUSAX UCTUHHOTO OCTABLIErOCsl BPEMEHH OHA JIA€T HEAJECKBATHO 3aBBIIICHHbBIC
3HAUYCHUS ONIMOKM M MOXXET BBOJUTH B 3a0JIyXKJIEHUE NpPU HHTEpIpeTaluu
undopmaruu [11].

OOyuenue o0enx Mozeleld Ha OJMHAKOBBIX JaHHBIX IMOKA3aj0, YTO MOJENb-
TpaHchopMep TOUYHEE B CBOMX IMpEICKa3aHUSAX HAa 00ydaromeld U BaTHIaIIMOHHBIX
BbIOOpKax, ueM LSTM-mopensb.

Ha puc. 1 npuBenen rpaduk 3aBucumoctd MAE oT smoxu oOydeHus Ha
oOydJaroreil u BaTMJAIIMOHHOW BBIOOPKAX, KOTOPBIM IMOKA3bIBACT, YTO MOJEIIb-
TpaHchopMep HKCIONb30Bajga OOJBIIE 3MOX Uil CXOJUMOCTH M CMOTJIAa JOCTUYb
MeHblero 3nauenuss MAE.

[IpeumymectBo Moaenu-tpanchopMepa B JaHHOM DSKCIEPUMEHTE MOYKHO
WHTEPHPETUPOBATh KaK pe3yibTaT Oosiee A(PPEKTUBHOrO HUCIOJIB30BAHUS

uHpopMaiuu 00 aTpudyTax COOBITHIA.

207 —— LSTM train

LSTM val
18 1 —— Transformer train
—— Transformer val

16 1

14 4

12 4

MAE (oHW)

10 A

___.,-‘\________‘_._-—v-——"—-________

0 5 10 15 20 25 30
3Inoxa

Puc. 1 — Jlunamuka usmenenus merpuku MAE nipu oOydueHun mojeneit Ha
oOy4aromiei 1 BaJIuIallMOHHON BBIOOpKaX
CpaBHEHME  TOYHOCTM  NPEACKa3aHUW  MPEIIIOIIAraeMoOro  BPEMEHHM

OKOHYAHMs Keiica i1 00enx MOJeNeil Ha Bcex Tpex BblOopkax nmo merpuke MAE
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npuBeaeHo B Tabmuie Nel, a mo metpuke RMSE — B Tabnuiie 2. 3Ha4eHUs] METPUK
MIPUBEJICHBI B THSIX.
Tab6mamma Nel

CpaBHeHUE TOYHOCTH MpecKazaHuil Moaenei no merpuke MAE

HaunmenoBanue HaunmenoBanue monenu
BrIOopiH LSTM Tpanchopmep
TpenupoBouHas 4,497525 3,939955
Banupanuonnas 4,859829 4,363508
TecTtoBas 5,327726 4,321012

Paznuna na tectoBoit BeiOOpke mo meTpuke MAE coctaBnsier 1,01 auas B
1oJib3y Mojienu-Tpancopmepa. OTHOCUTENIBHO MEIMaHHOM JTMHBI Keica ommnoka
moaenu-Tpanchopmepa cocrasiser 10,84%, a ommbka mogenmu LSTM — 13,37%.
Takum oOpa3zom, TpaHchopMep MOKa3bIBa€T TOYHOCTH BhImie, yeM LSTM, B

a0COJIFOTHOM CPaBHEHHUH OIIUOOK.

Tabmuna Ne2
CpaBHeHME TOYHOCTH MpeAcKa3zaHnuii Mojene no merpuke RMSE

Haunmenosanue HaunmenoBanue moaenu

BBIOOPKH

LSTM Tpancdopmep

TpenupoBounas 6,880469 6,348772
Bammmanmonnas 7,583694 7,046789

TecroBas 7,085173 6,540916

Pasnuiia Ha TectoBoi BhIOOpKE 1O MeTpuke RMSE wmexay mopemsmu
cocrasiser 0,55 mHa — cymecTBeHHO MeHbIe, yeM no MAE, 4ro yka3elBaeT Ha
COTOCTAaBUMBI yPOBEHb KPYIHBIX OIMMUOOK y 00enx moxene. [lpurom momens-

TpaHc(opMep U B 3TOM CPABHEHUU MOKA3bIBAET MEHBIITYIO OIIHOKY.
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3akioueHue

B pamkax pabGotel Obuta pa3paboTaHa euHasi METOAMKA IOJIrOTOBKH
JaHHBIX, pa3paboTraHa coOCTBeHHass apxurekrypa wojeneid LSTM wu
TpaHcopmepa-sHKO/iepa, ObUIO  TMPOBEIEHO  CpaBHEHHE  MoJeied 1o
IPeICKa3aHUI0 OCTAaBILErOCs BPEMEHH 10 3aBEpIICHUs Kelca MpU OJWHAKOBOU
NOJATOTOBKE  JaHHBIX. Pe3ynpTaThl 3KCHEPUMEHTOB  IIOKa3ajld, YTO Ha
paccMaTpuBaeMoOM JaTaceTe MoJjielb-TpaHcopmep obecrieunBaeT 0osiee HU3KYIO
MeTpuky omubku MAE, npurom 3HadeHue ommubOku no RMSE ornuvarorcs
HE3HAYUTEIBbHO M YKa3bIBalOT HAa MapUTET MOJENed B OIMOKaxX ¢ OOJIbIIUM
3HaueHueM. Takum oOpa3oM, Ha paccMaTpUBaeMOM Jaracere TpaHchopmep-
SHKOJIep neMoHcTpupyeT Oosnee Hu3kyr0o MAE u RMSE, uto cBUIETENBCTBYET O
€ro Jydiieil CrocOOHOCTH HCIONb30BaTh MH(POPMAIMIO JUTMHHBIX MPEPUKCOB U
6oraroro Habopa aTpuOyTOB.

[lomyyeHHble pe3ynbTaTbl CpPaBHEHUS IO3BOJSIOT CUUTaTh MOJIEIb-
TpaHchopMep MPUMEHUMOMN ISl 3aJla4d MPEAUKTUBHOIO MOHUTOpHUHTra. OJHAKO
BAXXHO OTMETHUTb, YTO MOJOOpP ApXUTEKTYp U TUIEPHAPAMETPOB OCYIIECTBISICS
BPYUHYIO Ui TIOJIJEPKaHHsS OJMHAKOBOTO YPOBHS KOJMYECTBA TapaMeTpOB
Mojieliel, a o0yueHre MPOXOUIIO MO MPOCTOMy MpoTokony «AdamWy». Merozs
0oJiee MOIIHOTO TIOMCKa TapameTpoB (0aleCOBCKHUI WM PAHIOMHBIN TMOWCK), a
TaK)Ke MPOBEJCHUE HKCIIEPUMEHTOB Ha IPYruX HabOpax NaHHBIX MOTYT MOKa3aTh
Jy4liee KauecTBO 00EHX MOJENE ¢ OTIMYAOMIMMCS OTHOCUTENIbHBIM Pa3pblBOM

10 METPHUKaM OLIHOOK.
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